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1
METHOD AND APPARATUS OF ADAPTIVE
LOOP FILTERING

CROSS REFERENCE TO RELATED
APPLICATIONS

The present invention is a continuation of and claims pri-
ority to U.S. Non-Provisional patent application Ser. No.
13/093,068, filed Apr. 25,2011, entitled “Method and Appa-
ratus of Adaptive Loop Filtering”. The present invention also
claims priority to U.S. Provisional Patent Application Ser.
No. 61/332,859, filed May 10, 2010, entitled “Improved
Adaptive Loop Filter”, U.S. Provisional Patent Application
Ser. No. 61/390,068, filed Oct. 5, 2010, entitled “Improved
In-Loop Filter”, U.S. Provisional Patent Application Ser. No.
61/392,162, filed Oct. 12, 2010, entitled “Improved In-Loop
Filter”, U.S. Provisional Patent Application Ser. No. 61/429,
313, filed Jan. 3, 2011, entitled “MediaTek’s Adaptive Loop
Filter (MTK_ALF)”, U.S. Provisional Patent Application
Ser. No. 61/440,501, filed Feb. 8, 2011, entitled “Pixel Clas-
sification for ALF”, U.S. Provisional Patent Application Ser.
No. 61/449,180, filed Mar. 4, 2010, entitled “Pixel Classifi-
cation for Adaptive Loop Filter”, U.S. Provisional Patent
Application Ser. No. 61/454,829, filed Mar. 21,2010, entitled
“Region-based ALF”. The present invention is also related to
U.S. patent application Ser. No. 12/987,151, filed on Jan. 9,
2011, entitled “Apparatus and Method of Adaptive Offset for
Video Coding”. The U.S. Provisional patent application and
the U.S. patent application are hereby incorporated by refer-
ence in their entireties.

FIELD OF THE INVENTION

The present invention relates to video coding. In particular,
the present invention relates to coding techniques associated
with adaptive loop filtering.

BACKGROUND

Motion compensated inter-frame coding has been widely
adopted in various coding standards, such as MPEG-1/2/4
and H.261/H.263/H.264/AVC. Motion estimation and com-
pensation as well as subsequent processing in such coding
systems are performed on a block basis. During compression
process, coding noises may arise due to lossy operations
applied such as quantization. The coding artifacts may
become noticeable in the reconstructed video data, especially
at or near block boundaries. In order to alleviate the visibility
of coding artifacts, a technique called deblocking has been
used in newer coding systems such as H.264/AVC and the
High Efficiency Video Coding (HEVC) system being devel-
oped. The deblocking process applies filtering across block
boundaries adaptively to smooth the large transitions at and
near block boundaries due to coding noises while retaining
image sharpness. Furthermore, due to the nature of inter-
frame coding, the deblocking process is configured for in-
loop operation. In the recent HEVC development, adaptive
loop filtering (ALF) is being adopted to process deblocked
reconstruction frames. Adaptive loop filtering is used as in-
loop processing in addition to deblocking and is often applied
after deblocking of reconstructed video data. Adaptive loop
filtering is applied to reconstructed video data across multiple
frames to reduce visibility of coding artifacts in the temporal
domain. The filter coefficients may be designed according to
a known optimization algorithm such as Wiener-Hopf equa-
tion that minimizes mean square errors between original
frames and reconstruction frames.

10

15

20

25

30

35

40

45

50

55

60

65

2

In the HEVC system, the conventional ALF can be selec-
tively turned ON or OFF for each block in a frame or a slice.
The block size and block shape can be adaptive, and the
information of block size and block shape can be explicitly
sent to decoders or implicitly derived in a decoder. According
to a selected performance criterion, determination will be
made for each block regarding whether the block is subject to
ALF or not. An ALF flag is used to signal the ON/OFF
decision for each block so that a decoder can apply ALF
accordingly. While ALF has been shown to improve visual
quality of reconstructed video, the ALF processing used in the
early ALF development was limited where a fixed ALF could
only be turned ON or OFF. It is desirable to develop advanced
ALF that allows a choice of filter sets, where a filter set can be
applied to the reconstructed video data adaptively. Further-
more, it is desirable to develop a new processing unit for the
filtering process to apply so that more flexible and/or local-
ized processing can be provided. Furthermore, it is desirable
to allow a decoder to derive respective information for apply-
ing the filtering process without side information.

BRIEF SUMMARY OF THE INVENTION

A method and apparatus for processing of coded video
using adaptive offset (AO) are disclosed. Embodiments of the
present invention divide reconstructed video data into mul-
tiple filter units and apply adaptive offset to the filter units to
generate filtered video data, where boundaries of filter units
correspond to boundaries of coding units and each of said
filter units contains at least one coding unit. Two or more of
the multiple filter units can be merged as indicated by a merge
index to share the applied adaptive offset. A filter control flag
can also be used to indicate filter ON/OFF control. The coded
video data may correspond to coded data for luma component
and chroma component, and the luma component and the
chroma component may share information associated with
adaptive offset. Furthermore, the sharing information associ-
ated with adaptive offset by the luma component and the
chroma component is enabled or disable according to a shar-
ing switch. The information associated with the sharing
switch can be incorporated in a sequence level, a picture level,
aslice level, a coding unit level, or a filter unit level. Inanother
embodiment, the reconstructed video data is classified into
multiple categories using classification, and one filter is
selected for each of the categories. The classification can be
based on characteristic derived from the reconstructed video
data, such as pixel intensity, edge activity, edge orientation,
edge intensity, mode information, quantization parameter,
residual energy, regional feature, motion information, and a
combination of the above. In yet another embodiment of the
present invention, filter information sharing among filter
units can be applied regardless whether the boundaries of the
filter units are aligned with boundaries of coding units or not.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates an exemplary block diagram of a video
coding system based on motion compensated prediction.

FIG. 2 illustrates an exemplary block diagram of a video
coding system based on motion compensated prediction,
where adaptive loop filter is incorporated to improve video
quality.

FIG. 3 illustrates an example of coding unit splitting using
quadtree.

FIG. 4 illustrates an example of conventional adaptive loop
filter where ALF is either ON or OFF for each block.
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FIG. 5 illustrates an exemplary embodiment according to
the present invention, where adaptive loop filtering is applied
to filter units and a filter set is selected for each filter unit.

FIG. 6 illustrates exemplary filter units can be dynamically
merged to share filter sets.

FIG. 7 illustrates exemplary filter control unit partition
where a filter unit can be further divided into filter control
units according block partition and quadtree partition.

FIG. 8 illustrates exemplary filter unit partition and exem-
plary filter control unit partition, where all filter control units
in a filter unit share the same candidate filter set and each filter
control unit uses a control flag to select a particular filter or to
determine filter ON/OFF.

FIG. 9 illustrates exemplary filter shapes that luma and
chroma components can share for applying adaptive loop
filtering.

FIG. 10 illustrates exemplary filter control regions parti-
tion that luma and chroma components can share for applying
adaptive loop filtering.

FIG. 11 illustrates exemplary filter control flags that luma
and chroma components can share for applying adaptive loop
filtering.

FIG. 12 illustrates exemplary classification based on pixel
intensity level, where pixels in an area are divided into two
classes according to the intensity level.

FIG. 13 illustrates exemplary classification based on edge
orientation, where pixels of reconstructed video are classified
into multiple categories according to edge orientation.

FIG. 14 illustrates exemplary classification based on mode
information, where each block is classified into multiple cat-
egories according to coding mode.

FIG. 15 illustrates exemplary classification based on quan-
tization parameter, where each block is classified into mul-
tiple categories according to quantization parameter.

FIG. 16 illustrates exemplary classification based on
residual energy, where each block is classified into multiple
categories according to residual energy.

FIG. 17 illustrates exemplary classification based on a
combination of edge classifier and edge intensity/orientation,
where pixels are first classified into multiple categories
according to edge classifier followed by edge intensity or
orientation.

FIG. 18 illustrates exemplary classification based on
regional feature, where the regional feature for each region is
derived based on the average edge intensity.

DETAILED DESCRIPTION OF THE INVENTION

For digital video compression, motion compensated inter-
frame coding is an effective compression technique and has
been widely adopted in various coding standards, such as
MPEG-1/2/4 and H.261/H.263/H.264/AVC. In a motion
compensated system, motion estimation/compensation and
subsequent compression is often performed on a block by
block basis. During compression process, coding noises may
arise due to lossy operations applied such as quantization.
The coding artifacts may become noticeable in the recon-
structed video data, especially at or near block boundaries. In
order to alleviate the visibility of coding artifacts, a technique
called deblocking has been used in newer coding systems
such as H.264/AVC and the High Efficiency Video Coding
(HEVC) system being developed. The deblocking process
applies filtering across block boundaries adaptively to
smooth the large transitions at and near block boundaries due
to coding noises while retaining image sharpness. Further-
more, due to the nature of inter-frame coding, the deblocking
process is configured for in-loop operation.
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FIG. 1 illustrates a system block diagram of motion-com-
pensated video compression with deblocking. Compression
system 100 illustrates a typical video encoder incorporating
intra/inter-prediction, Discrete Cosine Transform (DCT) and
entropy coding to generate compressed video data. The input
video data enters the encoder through input interface 112 and
the input video data is subject to intra/inter-prediction 110. In
the intra prediction mode, the incoming video data are pre-
dicted by surrounding data in the same frame or field that are
already coded. The prediction data 142 from frame buffer 140
correspond to surrounding data in the same frame or field that
have already been coded. In the inter prediction mode, the
prediction is based on previously reconstructed data 142 in
the temporal direction where the reconstructed data 142 are
stored in frame buffer 140. The inter prediction can be a
forward prediction mode, where the prediction is based on a
picture prior to the current picture. The inter prediction may
also be a backward prediction mode where the inter predic-
tion is based on a picture after the current picture in the
display order. In the inter-prediction mode, the intra/inter
prediction 110 will cause the prediction data to be provided to
the adder 115 and be subtracted from the original video data
112. The output 117 from the adder 115 is termed the predic-
tion error which is further processed by the DCT/Q block 120
representing Discrete Cosine Transform and quantization
(Q). The DCT and quantizer 120 converts prediction errors
117 into coded symbols for further processing by entropy
coding 130 to produce compressed bitstream 132, which is
stored or transmitted. In order to provide the prediction data
for intra/inter prediction, the prediction error processed by the
DCT and quantization 120 has to be recovered by inverse
DCT and inverse quantization (IDCT/IQ) 160 to provide a
reconstructed prediction error 162. In the inter prediction
mode, the reconstructed prediction error 162 is added to
previously reconstructed video data 119 stored in the frame
buffer 140 by the reconstruction block 150 to form a currently
reconstructed frame 152. In the intra prediction mode, the
reconstructed prediction error 162 is added to the previously
reconstructed surrounding data in the same frame stored in
the frame buffer 140 to form the currently reconstructed
frame 152. The intra/inter prediction block 110 is configured
to route the reconstructed data 119 stored in frame buffer 140
to the reconstruction block 150, where the reconstructed data
119 may correspond to a previously reconstructed frame in
the temporal direction or reconstructed surrounding data in
the same frame depending on the inter/intra mode.

In a coding system, the reconstructed video data 152 usu-
ally contains coding noises due to lossy operations such as
quantization. Because of block-based processing in the cod-
ing system, coding artifacts at and near block boundaries are
more noticeable. Such artifacts may propagate from frame to
frame. Accordingly, in-loop filtering to “deblock™ the arti-
facts at and near block boundaries has been used in newer
coding systems to alleviate the artifacts and improve picture
quality. Accordingly, deblocking 170 is shown in FIG. 1 to
process the reconstructed video data 152. Due to various
operations in the compression system, such as DCT, quanti-
zation, inverse quantization, inverse DCT, deblocking pro-
cessing and loop filtering, the pixel intensity of reconstructed
video data may have a mean level shifted and/or an intensity
range exceeding the intensity range of the original video data.
Therefore, adaptive offset and/or adaptive clipping may also
be applied to the reconstructed video data, where adaptive
offset and adaptive clipping are not shown in FIG. 1. The
adaptive offset and/or adaptive clipping may also be applied
before or after deblocking.
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In the recent HEVC development, adaptive loop filtering
(ALF) is being adopted to process deblocked reconstruction
frames. In HEVC, conventional ALF is selectively turned ON
or OFF for each block in a frame or a slice. The block size and
block shape can be adaptive, and the information of block size
and block shape can be explicitly sent to decoders or implic-
itly derived by decoders. In one approach, the blocks are
resulted from quadtree partitioning of LCUs. According to a
performance criterion, the video encoder will determine
whether a block is subject to ALF or not, and uses an ALF flag
to signal the ON/OFF decision for each block so that a
decoder can apply ALF accordingly. While ALF has been
shown to improve visual quality of reconstructed video, the
ALF processing used in the early ALF development was
limited where a single adaptive loop filter could only be
turned ON or OFF. It is desirable to develop advanced ALF
that allows a choice of multiple filter sets that can be applied
to the reconstructed video data adaptively. Furthermore, it is
desirable to develop a new processing unit for the adaptive
loop filtering process to apply so that more flexible and/or
localized processing can be provided. Furthermore, it is desir-
able to allow a decoder to derive respective information for
applying the filtering process without side information.

Accordingly, a compression system based on HEVC incor-
porates adaptive loop filtering as in-loop filtering in addition
to deblocking. While delocking filter is applied to block
boundaries, the adaptive loop filter is applied to pixels in the
spatial domain. In HEVC, the conventional adaptive loop
filter is only applied to these blocks where the filtering helps
to improve performance. For other blocks that adaptive loop
filtering does not help to improve performance, adaptive loop
filtering is not applied. In this disclosure, the abbreviation
ALF may be referring to an adaptive loop filter or adaptive
loop filtering. A system block diagram for a coding system
incorporating adaptive loop filtering and deblocking is shown
in FIG. 2. The reconstructed frame 152 is processed by the
deblocking 170 first, where deblocking 170 is configured for
in-loop operation. The deblocked reconstructed video data
are then filtered by adaptive loop filtering 210. The recon-
structed data processed by deblocking and adaptive loop fil-
tering are then stored in the frame buffer 140 as reference
video data for processing of subsequent frames. The ALF
process can be described according to the following equation:

N Q
” N ’
Wi S; +ZWM+i “Si +ZWM+N+i'€; +c,
i=1 i=1

e

11
s =

where S™ is the output of the ALF processing, S” is the
deblocked video data, § is the prediction data, e' is the recon-
structed prediction error, and ¢ is a constant. The filter coef-
ficients w, can be derived according to an optimization algo-
rithm, such as Wiener-Hopf Equation, to optimize the
performance, and M, N and O represent the number of filter
taps associated with the deblocked video data, the prediction
data, and the reconstructed prediction error respectively. As
mentioned before, adaptive offset and/or adaptive clipping
may also be applied before or after deblocking 170. When
adaptive offset and/or adaptive clipping is used, S” refers to
the processed video data including adaptive offset and/or
adaptive clipping before or after deblocking 170.

According to ALF being considered by HEVC, the loop
filtering is performed adaptively on a block by block basis. If
loop filtering helps to improve video quality for the underly-
ing block, the block is labeled accordingly to indicate that
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6

loop filtering is applied. Otherwise, the block is labeled to
indicate that loop filtering is not applied. The filter coeffi-
cients usually are optimally designed to match the character-
istics of the underlying image area of the picture. For
example, the filter coefficients can be designed to minimize
the mean square error (MSE) by using Wiener filter, which is
a well known optimal linear filter to restore degradation
caused by Gaussian noise. In the video compression system,
the main distortion is contributed by the quantization noise
which can be simply modeled as a Gaussian noise. The filter
coefficient design using Wiener filter requires the knowledge
of the original signal and the reconstructed signal. The pro-
cessing unit to derive the filter coefficients is not presented in
FIG. 2. The filter coefficients have to be transmitted along
with the image area as side information and all blocks in the
image area share the same filter coefficients. Consequently,
the image area has to be large enough to reduce the overhead
information associated with the filter coefficients. In HEVC
being currently considered, the image area used for deriving
the filter coefficients is usually based on a slice or a frame. In
the case of slice for deriving the filter coefficients, the filter
coefficient information can be carried in the slice header.

ALF typically uses a two-dimensional (2D) (filter.
Examples of filter dimension used in practice may be 5x5,
7x7 or 9x9. Nevertheless, filters having other sizes may also
be used for ALF. To reduce implementation cost, the 2D filter
may be designed to be separable so that the 2D filter can be
implemented using two separate one-dimensional filters
where one is applied to the horizontal direction and the other
is applied to the vertical direction. Since the filter coefficients
may have to be transmitted, symmetric filters may be used to
save the side information required. Other types of filters may
also be used to reduce the number of coefficients to be trans-
mitted. For example, a diamond-shaped 2D filter may be used
where non-zero coefficients are mostly along the horizontal
and the vertical axes and more zero-valued coefficients are in
the off-axis directions. Furthermore, the transmission of filter
coefficients may be in a coded form to save bandwidth.

In conventional coding systems, the video data usually are
divided into macroblocks and the coding process is applied to
macroblocks in an image area. The image area may be a slice
which represents a subset of a picture that can be indepen-
dently encoded and decoded. The slice size is flexible in
newer coding standard such as the H.264/AVC. The image
area may also be a frame or picture as in older coding stan-
dards such as MPEG-1 and MPEG-2. The motion estimation/
compensation for conventional coding systems often is based
on the macroblock. The motion-compensated macroblock is
then divided into four 8x8 blocks and 8x8 DCT is applied to
each block. In the H.264 coding standard, the coding process
for the macroblock becomes more flexible, where the 16x16
macroblock can be adaptively divided down as small as a
block of 4x4 pixels for motion estimation/compensation and
coding. In the recent HEVC development, an even more
flexible coding structure has been adopted, where the coding
unit (CU) is defined as a processing unit and the coding unit
can be recursively partitioned into smaller coding units. The
concept of coding unit is similar to that of macroblock and
sub-macro-block in the conventional video coding. The use of
adaptive coding unit has been found to achieve performance
improvement over the macroblock based compression of
H.264/AVC.

FIG. 3 illustrates an exemplary coding unit partition based
on quadtree. At depth 0, the initial coding unit CUO 312
consisting of 128x128 pixel, is the largest CU. The initial
coding unit CUO 312 is subject to quadtree split as shown in
block 310. A split flag 0 indicates the underlying CU is not
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split and, on the other hand a split flag 1 indicates the under-
lying CU is split into four smaller coding units 322 by the
quadtree. The resulting four coding units are labeled as 0, 1, 2
and 3 and each resulting coding unit becomes a coding unit
for further split in the next depth. The coding units resulted
from coding unit CUO 312 are referred to as CU1 322. When
a coding unit is split by the quadtree, the resulting coding
units are subject to further quadtree split unless the coding
unit reaches a pre-specified smallest CU size. Consequently,
atdepth 1, the coding unit CU1 322 is subject to quadtree split
as shown in block 320. Again, a split flag O indicates the
underlying CU is not split and, on the other hand a split flag 1
indicates the underlying CU is split into four smaller coding
units CU2 332 by the quadtree. The coding unit CU2 has a
size of 32x32 and the process of the quadtree splitting can
continue until a pre-specified smallest coding unit is reached.
For example, if the smallest coding unit is chosen to be 8x8,
the coding unit CU4 342 at depth 4 will not be subject to
further split as shown in block 330. The collection of quadtree
partitions of a picture to form variable-size coding units con-
stitutes a partition map for the encoder to process the input
image area accordingly. The partition map has to be conveyed
to the decoder so that the decoding process can be performed
accordingly.

According to HEVC being developed, adaptive loop filter-
ing is applied to pixels on a block basis. If ALF helps to
improve the quality for the block, the filter is turned ON for
the block, otherwise it is turned OFF. The fixed block size for
ALF is easy to implement and does not require side informa-
tion to transmit to the decoder regarding partitioning the
underlying image area. Nevertheless, in a study by Chujoh et
al., entitled “Quadtree-based adaptive loop filter”, Jan. 2,
2009, ITU Study Group 16—Contribution 181, COM16-
C181-E, quadtree based ALF is described which can further
improve the performance over the fixed block-based ALF.
Partitioning information for ALF has to be transmitted to
decoder to synchronize the processing. An alternative image
area partition for ALF is described in “Samsung’s Response
to the Call for Proposals on Video Compression Technology”,
by McCann et al., Apr. 15-23, 2010, Document: JCTVC-
A124. McCann et al. use blocks resulted from the quadtree-
partitioned CU for ALF. The partitioning information for the
quadtree-based CU is used for ALF partition and it does not
require any additional side information for the ALF. ALF
partitioning based on CU partitioning is referred to as CU-
synchronous or CU-synchronized ALF partition since ALF
partitioning is aligned with CU partitioning. FEarly ALF
designs only offered the choice of ALF ON or ALF OFF fora
block as shown in FIG. 4. When ALF is based on blocks
separately partitioned, side information associated with ALF
partition, block size and block location have to be transmitted.
The CU-synchronized ALF partition reduces the required
side information by adopting the CU structure as the ALF
structure. Therefore, filter control information for the CU-
synchronized ALF is a control flag associated with each CU to
indicate whether the filter is ON or OFF. It is desirable to
develop advanced ALF that offers more flexible filter control
and/or more filter adaptation instead of ON/OFF only.

In order to further improve the flexibility and performance
of the conventional ALF, advanced ALF is developed where
the advanced ALF adaptively selects a candidate filter set
from multiple filter sets for applying adaptive loop filtering to
underlying reconstructed video data according to ALF set
selection. The reconstructed video data here may refer to the
reconstructed video data provided by the reconstruction unit
150 of FIG. 2. The reconstructed video data here may also
refer to processed data by applying deblocking 170 to the
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output of reconstruction unit 150. Furthermore, additional
adaptive offset and/or adaptive clipping may be applied
before or after deblocking 170. In one embodiment according
to the present invention, the advanced ALF is applied to a new
processing unit, named a filter unit (FU) which may be dif-
ferent from the coding unit (CU). However, FU partition may
also use the same partition for CU so that no separate side
information is required to convey the information associated
with FU partition. In an embodiment, boundaries of the filter
units are boundaries of the coding units, and each of the filter
units contains at least one coding unit. Furthermore, the
advance ALF allows each FU to select one of a filter set as a
candidate filter to apply loop filtering using the candidate
filter. While the boundary alignment techniques mentioned
above are for adaptive loop filtering, boundary alignment
techniques can also be applied when the filter corresponds to
adaptive clipping or adaptive offset.

FIG. 5 illustrates an exemplary embodiment according to
the present invention where the reconstructed video is parti-
tioned into filter units and a candidate filter is selected for
each FU. The filter set may consist of a single filter or multiple
filters and ALF set selection is used by each FU to select a
candidate filter to apply loop filtering. FU1 510 in this
example consists of four CUs and FU2 520 in this example
consists of one CU. Each FU selects its own candidate filter,
i.e., FU1 510 selects filter 1 and FU2 520 selects filter 2. The
use of ALF set selection index provides a compact represen-
tation to reduce side information associated with the filter
applied. To further reduce the information associated with
each FU, an FU may share filter information with other FUs,
such as its neighboring FUs having similar characteristics.
For example, sixteen FUs are shown in FIG. 6, where neigh-
boring FUs can be merged to share the same candidate filter.
The two-dimensional FUs are converted into one-dimen-
sional FUs using a scanning pattern. Neighboring FUs are
examined to determine whether the neighboring FUs will be
merged to share a same candidate filter. The scanning pattern
may be in a horizontal order which results in one-dimensional
FUs having index order [1, 2,3,4,5,6,7,8,9,10,11, 12,13,
14, 15, 16], a vertical order which results in one-dimensional
FUs having index order [1, 5, 9, 13, 2, 6,10, 14,3, 7, 11, 15,
4, 8,12, 16], or a z-scan order which results in one-dimen-
sional FUs having index order [1, 2, 5, 6, 3,7, 4,8, 9, 10, 13,
14,11, 12, 15, 16]. Other scanning patterns may also be used,
such as snake scan or Hilbert scan, which are well known in
the literature. Other pre-defined scan patterns may also be
used as well. Furthermore, the scan pattern may also be
designed by a user. This user-defined scan pattern may be
designed to match the characteristics of the underlying video
data for better performance or may be designed for other
purposes.

While each FU may select a candidate filter from a filter set
forapplying ALF, the FU may be partitioned into filter control
units (FCUs) where all FCUs in the FU will share the same
candidate filter set, the candidate filter set may comprises a
single filter or multiple filters. In the case where a FU having
a candidate filter set with multiple filters, each FCU in the FU
may select an individual filter from the candidate filter set for
the FCU. The FCUs can be formed by quadtree partition,
block partition, or synchronized to prediction units (PUs) or
transform units (TUs). Each FCU can then have its own
control flag, filter_sel_idx which is used to select one of
multiple filters in the candidate filter set if the candidate filter
set contains multiple filters or to indicate filter ON/OFF if the
candidate filter set contains a single filter. The use of FCU
allows more granular control to improve coding efficiency.
An example of FU partitioning into filter control units (FCUs)
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is shown in FIG. 7, where FU 710 is divided into FCUs using
block partition and FU 720 is divided into FCUs using
quadtree partition. When block partition or quadtree partition
is used, side information is required to convey information
associated with FCU partition. A partition flag, filter_split_
flag can be used to indicate whether a current FU is split into
FCUs. In case that the block partition is used, filter_split_
flag=0 indicates no splitting and filter_split_flag=1 indicates
splitting the FU into FCU blocks. In case that the quadtree
partition is used, filter_split_flag=0 indicates no splitting and
filter_split_flag=1 indicates splitting the FU into FCU
quadtree partitions.

Each filter in the candidate filter set for a FU may be a new
filter associated with the FU. However, sometimes filter(s)
optimally designed for a FU may be similar to the FU of a
previous picture. Therefore, the filter information for the FU
in the previous picture may be reuse and the filter is called a
time-delayed filter. Similarly, the current FU may use the
filter(s) optimally designed for a previously coded FU in the
same picture and the filter is called a space-delayed filter.
After the FU is partitioned into FCUs, the filter decision for
each FCU is determined according to a filter control flag,
filter_sel_idx. For example, if the candidate filter set for the
FU consists of two filters, each FCU may use filter_sel_idx to
select one of the two filters such as filter_sel_idx=0 for filter
2 selection and filter_sel_idx=1 for filter 1 selection. In the
case that only one filter in the candidate filter set, fil-
ter_sel_idx=0 may indicate filter OFF for a FCU and fil-
ter_sel_idx=1 may indicate filter ON for a FCU. FIG. 8 illus-
trates the example of filter selection for each FCU mentioned
above. The reconstructed video is partitioned into FUs
including FU 800. FU 800 is further partitioned into 16 FCUs.
FU 810 corresponds to the filter selection case where the
candidate filter set contains only one filter and FU 820 corre-
sponds to the filter selection case where the candidate filter set
contains two filters. In another embodiment, the FU can be
dynamically merged with another FU to share the same filter
information. For example, each FU may be assigned a merge
index to indicate whether the FU is to be merged with another
FU. The filter for the FU may correspond to adaptive loop
filter, adaptive clipping or adaptive offset.

The ALF set selection information can be transmitted
explicitly or can be configured to allow a decoder to derive the
information implicitly. An embodiment according to the
present invention allows the ALF set selection information
conveyed explicitly or implicitly. An adaptive scheme is used
to select the explicit mode or the implicit mode. The ALF
method selection index, method_selection_flag can be used
to indicate whether the explicit method or the implicit method
is used. The ALF method selection information can be carried
in the sequence level, picture level, slice level, CU level, FU
level or FCU level. Therefore, only method_selection_flag is
needed for a corresponding sequence, picture, slice, CU, FU
or FCU to indicate whether the explicit mode or the implicit
mode is use. For example, method_selection_flag=0 indi-
cates the explicit mode selected and method_selection_
flag=1 indicates the implicit mode selected. When the explicit
mode is selected, proper syntax is used to indicate the filter
selection for the current block. When implicit mode is
selected, the ALF set selection information is determined at
the encoder based on previously coded information so that the
decoder can derive the same ALF set selection information
without side information.

To further improve compression efficiency associated with
ALF, an embodiment according to the present invention
allows luma and chroma components of the underlying video
data to share filter information. The filter information to be
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shared may be filter control region partitions, filter selections
or filter ON/OFTF, filter characteristics, filter coefficients or a
combination of the above information. One means of sharing
the filter information between luma and chroma components
is to derive the filter information of one component from the
other component. Furthermore, the luma/chroma information
sharing can be enabled adaptively to optimize the perfor-
mance. A sharing switch can be used at the sequence level,
picture level, slice level, CU level, FU level or FCU level to
indicate whether luma/chroma information sharing is enabled
or disabled. The filter shape and filter size (e.g. filter length)
are considered part of filter characteristics that the luma/
chroma components may share. For example, a diamond-
shaped filter 910 or another shape 920 may be used by both
luma and chroma components as shown in FIG. 9. While the
same shape is used, the filter size may have to be properly
scaled to take into account of different signal characteristics
between luma and chroma components.

When filter control regions, such as filter control units
partitioned from a filter unit mention previously, are shared
between luma and chroma components, common filter con-
trol regions can be designed for both luma and chroma com-
ponents. Alternatively, the filter control region partition 1020
for the chroma component can be derived from the filter
control region partition 1010 for the luma component as
shown in FIG. 10. When filter selection, such as filter selec-
tion using filter control flag mentioned previously, is shared
between luma and chroma components, common filter selec-
tion can be designed for both luma and chroma components.
Alternatively, the filter selection 1120 for the chroma com-
ponent can be derived from the filter selection 1110 for the
luma component as shown in FIG. 11. When filter coefficients
are shared between luma and chroma components, the filter
coefficients of luma component can be used to derive the filter
coefficients of chroma components. When filter information
for one component is used to derive filter information for the
other component, the above examples always use the infor-
mation based on the luma component to derive the informa-
tion for the chroma component. Nevertheless, it is also pos-
sible to use information based on chroma component to
derive the information for the luma component.

The filter selection may also be based on classification of
reconstructed video data. If the underlying reconstructed
video data involved are associated only with previously coded
data, the classification-based filter selection is useful for ALF
selection using the implicit mode since the decoder may
derive the same classification without side information. When
filter selection based on classification is used, the underlying
coded video data is classified into multiple categories based
on a feature measured from the underlying reconstructed
video data. The measured feature may be associated with
pixel intensity level, edge orientation, edge intensity, mode
information, quantization parameter, residual energy, region
location, motion information, or a combination of the above.
For example, when the feature is associated with intensity
level, class 1 can be defined for pixel intensity levels from 0 to
127 and class 2 can be defined for pixel intensity levels from
128 to 255. In other words, pixels 1212 with intensity levels
from 0 to 127 are quantized to one class 1222 and pixels 1214
with intensity levels from 128 to 255 are quantized to another
class 1224 as shown in FIG. 12. Picture 1210 is the picture
with original intensities and picture 1220 is the corresponding
picture with quantized intensities. Accordingly, filter 1 is
designed based on pixels in class 1 1222 and filter 2 is
designed based on pixels in class 2 1224. After filter 1 and
filter 2 are designed, pixels in area 1212 corresponding to
class 1 are filtered using filter 1 and pixels in area 1214



US 9,154,778 B2

11

corresponding to class 2 are filtered using filter 2. The above
intensity level mapping is shown as an example. Other map-
pings corresponding to different intensity ranges or more
classes may also be used to practice the present invention. The
measured feature may also be based on motion information
such motion vector.

When edge orientation is used as classification for filter
selection, a 3x3 pixel window may be used to detect edge or
line orientations along 0°,45°,90°, and 135° as shown in FIG.
13. There are various known edge- and line-detection opera-
tors in the literature. Edge orientation can also be measured
by edge activity, relation between neighboring pixel, and sum
of Laplacian. In the example of FIG. 13, pixels are classified
according to four edge orientations and five classes may be
formed to include a case that no edge is detected. Accord-
ingly, five filters can be designed according to the five cat-
egories classified. While four orientations are illustrated as an
example, more or less edge orientations may be used to prac-
tice the present invention. Furthermore, while the edge ori-
entation can be used as classification, edge intensity may also
be used as classification. The edge intensity can be measured
by edge activity, relation between neighboring pixel, or sum
of Laplacian. The classification may be based on character-
istics of the edge intensity such as an edge, a valley, a peak or
none of the above. The classification into categories may also
be performed by quantizing the edge intensity into multiple
ranges. For example, the edge intensity may be quantized into
four classes and a filter is designed for each class.

The coding mode for each block may also be used for
classification. For example, a picture may be divided into
regions according intra/inter modes and a dedicated filter can
be designed for regions having a same coding mode. The inter
mode may be further classified into more regions according to
further mode classification such as P mode and B mode. For
example, FIG. 14 illustrates an exemplary embodiment
according to the present invention where filter selection is
according to classification based on mode information. The
picture is divided into multiple regions where each region has
an associated coding mode. The regions are classified into
four classes according to the four modes, i.e., Mode O through
Mode 3. For example, Mode 0 is intra mode, Mode 1 is inter
mode, Mode 2 is skip mode, and Mode 3 is direct mode. A
corresponding filter is used for regions in each class. Simi-
larly, quantization parameter (QP) can also be used as classi-
fication. FIG. 15 illustrates an exemplary embodiment
according to the present invention where filter selection is
according to classification based on quantization parameter.
Inthe example, the picture is divided into regions, where each
region uses one of three quantization parameters, i.e., QP 22
through QP 24. Accordingly, the regions are divided into
three classes. A filter is designed for each class and the filter
is applied to all regions in the class. If the picture is coded with
more or less QPs, the picture may be classified into more or
less classes. Some of the classes may also be merged to form
fewer classes. The residual energy associated with prediction
errors may also be used for classification. In one example, the
residual energy for a region is quantized into one of N inter-
vals to determine one out of N classes for the region, where N
is an integer. In yet another example, the residual energy may
be compared with a threshold and one class corresponds to
regions having all residuals below the threshold and another
class corresponds to regions having at least one residual
higher than the threshold. Therefore, two filters are used for
the two classes respectively as shown in FIG. 16, where cbf
stands for coded block flag and regions marked with cbf 0
represent there are zero residues after the prediction process
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and regions marked with cbf 1 represent there are nonzero
residues to be encoded after the prediction process.

A combination of the features of underlying reconstructed
video data can also be used for classification. For example,
edge classification can be applied to divide pixels into mul-
tiple groups first. The classified groups can be further divided
into categories by applying another feature such as edge
intensity or edge orientation. In one exemplary embodiment
according to the present invention, the edge classification is
used first to divide pixels in a picture or a region into multiple
groups. The edge activity index, Groupldx is computed from
the intensity for a current pixel C and the intensities of its
surrounding pixels P, . . ., Pg as shown in FIG. 17 according
to:

Groupldx=F(C,P)+f(C,Po)+ .. . +f(C,Pg)+8.

The function f(x,y) is an operation to map pixel intensities
(x,y) into +1, 0 or -1, where f(x,y)=1 if x>y, f(x,y)=0 if x=y,
and f(x,y)=-1 if x<y. Consequently, GroupIdx has a range
from Oto 16. The pixels in the picture or the region are divided
into 9 groups using a mapping function Index2ClassTable,
where Index2ClassTable[17]={1, 1,2, 2,3,3,4,0,0,0,5, 5,
6,6,7,7,8}. The mapping from the computed Groupldx to a
group indicated by ClassIdx is according to:

ClassIdx=Index2ClassTable(Groupldx).

Pixels divided into one of the nine groups by edge classi-
fication can be further divided into more categories using
edge intensity or edge orientation. For example, group 0 may
be further divided into multiple groups according to edge
intensity measured using the sum of Laplacian method,
Activity=abs(2C-P,-P;)+abs(2C-P,-P,). For example, the
Activity can be divided into 7 ranges to divide group 0 into 7
respective groups. Accordingly, the pixels are divided into a
total of 15 categories by using a combination of edge classi-
fication and edge intensity. While the combination of edge
classification and edge intensity is used as an example of
combining features for dividing reconstructed video data into
more categories, other combinations of features can also be
used to practice the present invention. Furthermore, while the
first classification results in 9 groups and the second classifi-
cation results in a total of 15 categories in the above example,
the number of groups for the first classification and the total
number of groups in the second classification can be any other
numbers to practice the present invention.

In yet another example of advanced ALF embodying the
present invention is to support adaptation based on a regional
feature where the regional feature is derived based on a fea-
ture associated with pixels in the region. For example, the
regional feature may be based on the average edge intensities
(activity) of one region to generate block-based category. In
yet another example, the regional feature may be based on the
average edge orientation of one region to generate block-
based category. Accordingly, regions of a picture can be
divided into multiple categories based on the regional feature.
FIG. 18 illustrates an example of advanced ALF embodying
the present invention, where the regional feature is associated
with average edge intensity of pixels in the region. A thresh-
old, th is used to classify the regions into two categories,
where regions having average edge intensity=th are classified
as category 0 and regions having average edge intensity<th
are classified as category 1. While two categories are shown in
FIG. 18 as an example, the average edge intensity may be
divided into more categories. While edge intensity and edge
orientation are mentioned here as a feature to form regional
feature, other features for pixels in the region may also be
used to derive regional feature.
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While multiple classifiers based on different features can
be combined to divide pixels into categories for adaptively
applying ALF, the multiple features may also be used selec-
tively according to a flag. For example, the classifier based on
regional feature can be used with the classifier based on edge
intensity selectively. A flag can be used to indication whether
the regional feature or the edge intensity feature is used as
classifier for the picture. Furthermore, the picture may be
divided into several regions and the classification selection is
performed for individual regions. Regions in the same cat-
egory will share the same filter. The regions can be filter units
or coding units. Furthermore, the regions may also be formed
based on pixel location. For example, pixels from even col-
umns can be classified as one category and pixels from odd
columns can be classified as another category. Similarly, pix-
els from even lines can be classified as one category and
pixels from odd lines can be classified as another category.
While regional feature and edge intensity features are men-
tioned as an example for adaptively selecting a classifier,
other classifier pairs or sets of multiple classifiers may also be
used to practice the present invention.

The adaptive loop filter scheme described above can be
used in a video encoder as well as in a video decoder. In both
the video encoder and the video decoder, the reconstructed
video data is subject to coding artifacts. The adaptive loop
filter scheme described above can help to improve visual
quality of the reconstructed video. Embodiments of an encod-
ing system with advanced ALF according to the present
invention as described above may be implemented in various
hardware, software codes, or a combination of both. For
example, an embodiment of the present invention can be a
circuit integrated into a video compression chip or program
codes integrated into video compression software to perform
the processing described herein. An embodiment of the
present invention may also be program codes to be executed
on a Digital Signal Processor (DSP) to perform the process-
ing described herein. The invention may also involve a num-
ber of functions to be performed by a computer processor, a
digital signal processor, a microprocessor, or field program-
mable gate array (FPGA). These processors can be config-
ured to perform particular tasks according to the invention, by
executing machine-readable software code or firmware code
that defines the particular methods embodied by the inven-
tion. The software code or firmware codes may be developed
in different programming languages and different format or
style. The software code may also be compiled for different
target platform. However, different code formats, styles and
languages of software codes and other means of configuring
code to perform the tasks in accordance with the invention
will not depart from the spirit and scope of the invention.

The invention may be embodied in other specific forms
without departing from its spirit or essential characteristics.
The described examples are to be considered in all respects
only as illustrative and not restrictive. The scope of the inven-
tion is, therefore, indicated by the appended claims rather
than by the foregoing description. All changes which come
within the meaning and range of equivalency of the claims are
to be embraced within their scope.

The invention claimed is:

1. A method for processing of video data using adaptive
offset (AO), wherein a picture is partitioned into coding units
for applying coding process to each coding unit, the method
comprising:

receiving input data to said adaptive offset, wherein the

input data corresponds to reconstructed or recon-
structed-and-deblocked coding units of the picture, and
wherein the input data corresponds to a first recon-
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structed or constructed-and-deblocked color component
and a second reconstructed or constructed-and-de-
blocked color component, and the first reconstructed or
constructed-and-deblocked color component and the
second reconstructed or constructed-and-deblocked
color component share information associated with the
adaptive offset;
dividing the input data into multiple filter units, wherein
boundaries of the filter units corresponding to bound-
aries of the coding units and each filter unit contains one
or more coding unit and at least one filter unit includes
two or more coding units;
applying adaptive offset to the filter units by adding indi-
vidual offset values to individual pixels of each filter unit
to generate filtered video data, wherein said applying
adaptive offset to the filter units uses same first informa-
tion associated with the adaptive offset for two or more
coding units in one filter unit when said one filter unit
contains two or more coding units; and
providing the filtered video data.
2. The method of claim 1, wherein said applying the adap-
tive offset to the filter units uses same second information
associated with the adaptive offset for two or more of the filter
units if said two or more of the filter units are merged as
indicated by a merge index to share the same second infor-
mation associated with the adaptive offset.
3. The method of claim 1, wherein a filter control flag is
used to indicate filter ON/OFF control of the adaptive offset.
4. The method of claim 1, wherein sharing information
associated with the adaptive offset by the reconstructed or
constructed-and-deblocked luma component and the recon-
structed or constructed-and-deblocked chroma component is
enabled or disable according to a sharing switch.
5. The method of claim 4, wherein information associated
with the sharing switch is incorporated in a sequence level, a
picture level, a slice level, a coding unit level, or a filter unit
level.
6. The method of claim 1, wherein the input data is classi-
fied into multiple categories based on a first characteristic
derived from the input data and one filter is selected for each
of the categories, wherein the first characteristic is selected
from a first group consisting of pixel intensity, edge activity,
edge orientation, edge intensity, mode information, quantiza-
tion parameter, residual energy, regional feature, motion
information, and a combination of the above.
7. An apparatus for processing video data using adaptive
offset (AO), wherein a picture is partitioned into coding units
for applying coding process to each coding unit, the apparatus
comprising one or more electronic circuits configured to:
receive input data to said adaptive offset, wherein the input
data corresponds to reconstructed or reconstructed-and-
deblocked coding units of the picture, and wherein the
input data corresponds to a first reconstructed or con-
structed-and-deblocked color component and a second
reconstructed or constructed-and-deblocked color com-
ponent, and the first reconstructed or constructed-and-
deblocked color component and the second recon-
structed or constructed-and-deblocked color component
share information associated with the adaptive offset;

divide the input data into multiple filter units, wherein
boundaries of the filter units corresponding to bound-
aries of the coding units and each filter unit contains one
or more coding unit and at least one filter unit includes
two or more coding units;

apply adaptive offset to the filter units by adding individual

offset values to individual pixels of each filter unit to
generate filtered video data, wherein said adaptive offset
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is applied to the filter units using same first information
associated with the adaptive offset for two or more cod-
ing units in one filter unit when said one filter unit
contains two or more coding units; and

provide the filtered video data.

8. The method of claim 1, wherein said applying the adap-
tive offset to the filter units using filter information for a
current filter unit predicted by filter information of other
previous processed filter units in a same picture.

#* #* #* #* #*
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